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CICS Storage management: Address Space

CICS V5
ñA 64-bit address space is 8 billion times the size of a 

2-gigabyte address spaceò

MEMLIMIT: Limited the amount of usable virtual storage 

available to an address space in the above the bar low 

& high user regions

REGION: Limits the amount of virtual storage available in the 

below the bar user region & extended user region

16 Exabytes

512 Terabytes

2 Terabytes

288 Gigabytes

32 Gigabytes

2 Gigabytes

High User Region

Default Shared

Memory Addressing 

Common Area

Local System Area

Reserved for Java

Extended User Region

Lower User Region

User Region

264

249

241

238

235

231

232

224

The Bar
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CICS Storage management: Dynamic Storage

CICS Initialization sets GDSALIM 

to MVS MEMLIMIT value 

If MEMLIMIT is below 10 Gb CICS 

Abend with DFHSM0602

CICS Initialization reserves 31-bit 

virtual storage based on EDSALIM

CICS Initialization reserves 24-bit 

virtual storage based on DSALIM

GDSALIM=MEMLIMIT

GSDSA

ECDSA

264

238

231

224

GUDSA

GCDSA

EUDSA ETDSA

ESDSA

EDSALIM

DSALIM
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CICS Storage management: DSAs
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CICS Storage management: DSA Extents

DSA Extent Size= 

256KB ïIf 

TRANIS0 = YES.

Then UDSA = 1MB

EDSA Extent 

Size = 1MB

DSALIM EDSALIM

Extent
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CICS Storage management: DSA Control Blocks

GDSALIM=MEMLIMIT

GSDSA

238

231

224

Grande PPX Cell Pool

x1

EDSALIM

x2

x5

x3

x6

x4

Grande PPX Cell Pool

GCDSA

Grande PPX Cell Pool

Grande Control Area Cell Pool

SMA

PPA.ECDSA

PPX.ECDSA (x1)

PPM.ECDSA (x1)

PPA.CDSA

PPX.CDSA (x1)

PPM.CDSA (x1)

PPA.EUDSA

PPX.EUDSA (x1)

PPM.EUDSA (x1)

PPA.UDSA

PPX.UDSA (x1)

PPM.UDSA (x1)

PPA.ERDSA

PPX.ERDSA (x1)

PPM.ERDSA (x1)

PPA.RDSA

PPX.RDSA (x1)

PPM.RDSA (x1)

PPA.ESDSA

PPX.ESDSA (x1)

PPM.ESDSA (x1)

PPA.SDSA

PPX.SDSA (x1)

PPM.SDSA (x1)

PPA.ETDSA

PPX.ETDSA (x1)

PPM.ETDSA (x1)

GPPX.GSDSA   GPAM.GSDSA

GPPX.GUDSA   GPAM.GUDSA

GPPX.GUDSA   GPAM.GUDSA

TS20626

GPPA.GCDSA    GPPA.GUDS   GPPA.GSDSA

GUDSA
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CICS Storage management: Control Blocks

PPA
SQE

PPX

PAM

SMX
Domain

SCA

SCE

SCF

SCE SCF

(E) DSA

QPH

TASK

SCA

XMT xn

Storage

Extents

Storage Manager Anchor Block

SCE/SCF- Used for Variable Storage 

QPH- Used for Fixed Length Storage
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Domain subpools versus task subpools

Domain subpools

Domain subpools tend to get allocated early on in CICS initialization 

and remain allocated for the life of CICS. The domain subpool ids 

are not fixed and can change on any run of CICS. 

Life of task storage 

ố Task subpools are dynamically created and deleted for each 

task in the system as required. 

ố The task subpool ids are fixed for any run of CICS. 

Letôs have a look at a dump and see 



What is a storage 
violation?
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CICS DSAs used for life of task storage

ố CICS manages storage in DSAs above the Bar (not shown), above the line and 
below the line

ố Only the User and CICS DSAs can contain task lifetime storage with storage 
violation detection facilities 

ố TASKDATAKey = User | CICS TASKDATALoc = Below | Any

ESDSA ECDSA ERDSA ETDSA

SDSA CDSA RDSAUDSA

EUDSA

16m
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CICS will 
allocate 6 task 
subpools for 
every task in 
the system

Each subpool is 
for either the 
User or CICS 
DSA in all 
locations (Above 
/ Below)

These subpools
are exclusive to 
the task for 
transaction 
storage requests

The subpool
names are 8 
characters long, 
a letter followed 
by the task 
number

The subpool
name is reused 
for the Storage 
Check Zone 
(SCZ)

Task subpools




